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This course provides a brief overview of cryptography, convex programs, Fourier transform, high
performance computing, and coding theory. There are three lectures on each topic in this course.
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The goal of this course is to understand the fundamentals related to cryptography, convex programs, Fourier

transform, high performance computing, and coding theory.

F2FENZ  Course description

5 (Cryptography)

- B, B (Integers and algebraic structures)

- JLEHERE 5 (Symmetric cryptography)

- \BAGERE 75 (Public-key cryptography)

MAx#{l (Convex programs)

- BePRGHE, YES - el Z 5 OMEE (Mathematical program, Convex sets, convex cones and their
properties)

B E NS OMEE, AR ESEL (Convex functions and their properties, Conjugate function)

< FemEtES, PHETE - HERFE & Z 45 Of] (Karush-Khun-Tucker (KKT) optimality conditions, Convex
programs, conic programs and their examples)

7 — 5L 7z A (Fourier transform and z-transform)

- B~ — U =254 (Discrete Fourier transform)

- BIERRERA] 7 — U =25 (Discrete-time Fourier transform)

- z ZHL (z-transform)

INANRNT F—< L A« 2 E2—F 47 (High performance computing)

A T YA ADTZDDFE, ¥y v iaby MR, THIRE, 1757 FARE
(Introduction: Computation for data science, Cache hit ratio, Matrix multiplication, Matrix vector multiplication)
- J&-A 1 : High Performance Linpack (HPL), 7 M} & 2L A% —QR Z43f#, Bichof/Wu £, #FHL
(Applications 1: High Performance Linpack (HPL), Cholesky QR decomposition with shift, Bichof/Wu method,
Murata method)

< JiH 2 :DQDS 75, LSMR %, ###5% (Applications 2: DQDS method, LSMR method, Machine learning)
55 (Coding theory)

+ BCH #7 % (BCH codes)




- U— R+ Y aE 45 (Reed-Solomon codes)
* QR £F5 (QR codes)
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Students are required to work on a report assignment for each topic.
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Lectures will be held in person.




